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The Wason Selection Task (WST) is a type of selection task in which participants are shown four cards and asked to select which cards must be flipped to test the validity of a proposed rule. This rule is in the form of a conditional proposition expressed as “if P, then Q,” and each of the four revealed faces of the cards shows information aligning with P, Q, not-P, and not-Q (Nakamura, n.d.). The original WST was performed using cards that had a letter on one side and a number on the other. The task’s rule had two variations, one that read “If there is a D on one side of any card, then there is a 3 on its other side,” and the other being a reversal of the first rule’s antecedent and consequent. Wason also ran experiments with cards that had shapes on one side and colored scribbles on the other (Wason, 1968). There are four types of conditional propositions given an antecedent P and its consequent Q: modus ponens (MP), P implies Q; denying the antecedent (DA), not P implies not-Q; affirming the consequent (AC), Q implies P; and modus tollens (MT), not-Q implies not-P. Only MP and MT are valid forms of conditional reasoning. The goal of the WST experiment was to determine whether participants would be able to discern the correct pair of cards that align with these propositions (Zhang et al., 2021). Since Wason’s initial experiments, many WST studies have been run to explore the effects of different rules and card contents on participant’s responses, and to attempt to explain why people often make mistakes in selection tasks by designing models and algorithms (Ragni, n.d.).

The first WST experiments resulted in four canonical card selections, P, PQ, PQ not-Q, and P not-Q, and each of the other twelve possible selections had a response frequency less than chance (Ragni et al., 2018). Many theories have been proposed to explain the occurrence and frequencies of these canonical selections, but only two models have withstood criticism for a number of reasons, including the fact that many other models work under the flawed assumption that the selection of each card in the task is independent (Ragni, n.d.).

The first of these models is the insight model, which was designed by Jonhson-Laird and Wason (1970) and implemented into an algorithm. This model categorized participants of a selection task by their level of insight in falsification thinking. To properly test the validity of a selection task’s rule, participants must disprove counterexamples that could falsify the rule, rather than trying to prove the conditional statement by finding examples that verify the rule (Zhang et al., 2021). Three levels of insight are defined: Those with no insight will only select cards mentioned in the rule (selecting P or PQ, known as matching/verification bias), using MP and AC logic in an attempt to verify the rule; those with partial insight consider all cards, and in addition to selecting cards that verify the rule, they may also select cards that falsify the rule, including not-Q in their selections of P and Q; Those with complete insight know that they only need to select cards that can falsify the rule to test its validity, and will select P not-Q (Jonhson-Laird et al., 1970). This model explains the common occurrence of incorrect responses and matching bias as a lack of insight in the majority of participants of selection tasks, and this theory also implies that participants need previous training in falsification thinking to reach complete insight (Zhang et al., 2021).

The second model is the inference-guessing model, which is composed of ten parameters describing the reasoning steps participants take in a selection task (Klauer et al., 2007). These parameters have values within a probability interval of 0 to 1, and they are used to represent, for example: the probability that a participant guesses instead of making a logical inference; the probability that a certain card is selected when guessing using heuristics (e.g. matching) rather than inference; the probability that “if P then Q” is interpreted as a conditional statement, rather than a biconditional one; and so on. A notable flaw of the original inference-guessing model is that it does not account for the selection of more than two cards through inference.

The insight model is currently the preferred selection task model because it better fits experimental data (Ragni, n.d.). It is also simpler than other models, like the inference-guessing model, that use parameters to account for guessing or for non-canonical outcomes with probabilities less than chance. Additionally, the insight model is able to explain the effects of certain factors (like previous knowledge and variations of rule and card contents) on participants’ ability to make the correct selection as an increase in the participants’ insight into falsification thinking. Iterations of the WST experiment have been categorized as abstract, everyday, or deontic based on the content with which they test these factors.

Abstract variations of WST are those that do not have cards or rules which participants may have had previous associations or everyday experiences with (Ragni, n.d.). This includes Wason’s original experiments and variations that make associations between abstract content like symbols or colors. Across time and space, participants consistently make mistakes in abstract WST, with multiple studies reporting less than 10% of participants choosing the correct pair of cards (Zhang et al., 2021), and a meta-analysis reporting that only 19% of participants make the correct selection in abstract WST studies (Ragni, n.d.).

The same meta-analysis also noted that participants of WST studies with everyday contents (information that is familiar to subjects, also called “concrete”) pick the correct pair of cards 29% of the time, implying that participants’ previous knowledge and experiences may assist them in engaging in falsification thinking (Ragni, n.d.). One example of an everyday task is Griggs and Cox’s transit task (1982) (although they called it a “thematic” task); undergraduates from the University of Florida were shown four cards with revealed faces labeled “Miami”, “Atlanta”, “plane”, and “car” and then presented the rule “Every time I go to Miami I travel by car” or any of the other four rules generated by substituting in one of two city names and modes of transport (this task’s rule uses “every” in “universal form” as opposed to a traditional “if-then” statement). It was believed that these Floridian students would be familiar enough with the kind of transportation they’d take to get to the locations shown on the cards that they would do better on the selection task. As a control, participants were split into two groups that would either participate in an abstract task before or after the transit task. When comparing the abstract and transit tasks, although the correct response rate was calculated to be 9% for the transit task and less than 1% for the control abstract task (no correct answers were given), the difference in performance between the tasks was not deemed statistically significant. Griggs and Cox corroborate their findings with a number of other “thematic” studies: two previous studies also found no effect in adding everyday content, two studies found a significant but weak effect, and two more found a significant effect with only some of the everyday contents that they tested (Griggs, 1982). The inconsistent results of everyday WST studies could be due to overestimation of the strength of associations that participants have with familiar material. For example, while the students from Florida in the transit task are familiar with Miami, Atlanta, planes, and cars, any associations they have with these concepts may not match with the task’s randomized rule.

Some experiments have also focused on the effects of “deontic” (social/ethical) contents within WST. Participants have been shown to perform significantly better on selection tasks with deontic rules than those with abstract or everyday rules (Ragni, n.d.). In addition to their everyday WST, Griggs and Cox (1982) also ran an experiment on a deontic task involving legal drinking age (which at the time of the experiment was 19): undergraduates age 18-22 from the University of Florida were shown four cards with the phrases “drinking a beer”, “drinking a coke”, “16 years of age”, and “22 years of age”, and were presented with the rule “If a person is drinking beer, then the person must be over 19 years of age.” Participants were asked to imagine themselves as a police officer looking for cases of illegal drinking. The authors noted that this experiment provided evidence for Manktelow & Evans’s memory-cueing hypothesis, which supports the idea that participants would have better performance on selection tasks if the contents of the task cued them to previous experiences. This task was also paired with a control abstract task, and this time there was a significant difference in performance; 74% of participants correctly responded to the deontic task, while nobody correctly responded to the abstract task (Griggs, 1982). This finding is similar to the 69% correct response rate reported by the meta-analysis (Ragni, n.d.). An important note about this substantial improvement in performance is that there was no observed “transfer effect” (e.i. subjects that did the deontic task first didn’t do any better on the abstract task), which is further evidence for the memory-cueing hypothesis (Griggs, 1982).

Selection tasks like WST have shown that reasoning within the brain does not necessarily follow the rules of formal logic, but often uses heuristics and biases to simplify tasks. This can lead to participants frequently making mistakes in the context of abstract logical thinking. However, research suggests that human brains may have evolved a cheater-detection mechanism that allows for increased performance in social “detective” roles. This is made evident by the difference in performance between abstract or everyday tasks and deontic ones (Van Lier et al., 2013). While more research is needed to improve our understanding of logic in the human brain (e.g. how does intelligence affect selection tasks responses?, what causes participants to make errors or guess on logical tasks?), the insight model has proven useful in its ability to explain the role of task content in participants’ logical abilities (Ragni, n.d.).
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